DOCUMZXNT BESUNE

BD 088 950 T8 003 516

AUTHBGR Hamilton, Basil L.

TITLE An Empirical Investigation of the Bffects of.
Heterogeneous Regression Slopes in Analysis of
Covariance.

PUB DATE © 23 Nov 73

NOTE 21p.; Paper preaented at the Amperican Educaticral

" Research Association Convention (Chlcaqo, Illincis,
April 15-19, 1974)

EDRS PRICE MF-$0.75 HC-$1.50

DESCRIPTORS *Analysis of Covariance; *Goodness of Fit;
*Hypothesis Testlng. Measurement Techniques; Multiple
Regression Analysis; Research HMethadology;

, Statistical Analysis; *Tests of Significarnce

IDENTIFIERS *Homogeneity of Regression

ASBSTRACT

The effects of violation of the assumpticn of
homogeneity of regression on the Type I error rate and on the power
of analysis of covariance (ANCOVA) were :nvestigated. The data
situations included in the study involved two groups with one
covariate and one criterion, with varying equal and unegual grcup
sizes, and varying degrees of violation of the assumption of
homogeneity of regression. Results indicate that ANCOVA appeared
robust to the violation of the assumption ¢f homogeneity of
regression when group sizes wvere equal; the technique appeared not to
be robust for unequal group sizes. For equal group sizes and all
slope combinations, the empirical alpha levels werq near the
corresponding nominal alpha levels. For unequal group sizes and
unequal rﬁgression slopes, however, large discrepancies were okgerved
between the empirical alpha levels and the corresponding noninai&
alpha levels. Results also indicated that the power of ANCOVA was not
severely altered by heterogeneous regression slopes as long as the
group sizes were equal. (Author)




"N

ED 088950

TITLE:

AUTHOR:

DATE :

CUOED fwar ot

ﬁ =
W A$.07
us DEPAI?VMENTO" HEALTK
EDU(ATIONIWEL?ADE
NﬂTIONALINSTITUTE OF

R €EDUCaTION
XUATENT g

[SIN BEFN Cpog-
. Y AY RECE . f< -
L“( PERGON AR C'W,n,v“rv 4':.";4”’ "
TN L Y B

v ST v bw

aTF e, M ST TN
P De N NETE YAl v CEpn

R U Al Nat o, N e €
A N TR [0

(S

An Empirical Investigation of the
Effects of Heterogeneous Regression

Slopes in Analysis ot Covariance

Dr. Basil L. Hamilton
Diupartment of Psychology
Texas Woman's University

Denton, Texas 76204

23 November, 1973



SUMMARY

Title: AN EMPIRICAL INVESTIGATION QF THE EFFECTS OF

HETEROGENEOUS REGRESSION SLCPES IN ANALYSIS

OF COVARIANCE

The effects of violation c¢f the a<sumption of homoge-
neity of regression on the Type I error rate and on the
power of analysis of covariance (ANCOVA) were investigated.
The data situations included in the study involved two
groups with one covariate and one criterion, with varying
equal and unequal group sizes, and varving degrees of
violation of the assumption of homogeneity of regression. .
Results indicated4that ANCOVA appeared robust tc the
violation of the assumption of homogeneity of regression
when group sizes were equal; the technique appeared nct

to be robust for unequal group sizes. For equal group sizes
and all slope combinations, the empirical alpha levels were
near the corresponding nominal alpha levels. For unequal
group sizes and unequal regression slopes, however, large
discrepancies were observed hetween the empirical alpha
levels and the corresponding nominal alpha levels. Results
also indicated that the power of ANCOVA was not severecly

altered by heterogeneous regression slopes as long as the

group sizes were equal.




AN EMPIRICAL INVESTIGATION OF THE :FFECTS
OF HETEROGENEOUS REGRESSION SLOPES

IN ANALYSIS OF COVARIANCE1

1. Introduction
Considerable attention nas been centered on the effects
of violations of the assqmptions of analysis of variance
{ANOVA}. The robustness of ANOVA to ghe vioiation of
certain of its assumptions has led to similar questions
concerning anaiysig of covariance (ANCOVAY and its assumptions.
A recent article by Glass et al. ({572) details the woTrk that

has been done investigating the effc¢ ts of violation of the
assumptions of ANCOVA. Of particular interest is the

assumption of homogeneity of regression slopes and the Monte
Carlo stuly by Peckham (1968) that investigated the effects

of Heterogeneous regression slopes. Peckham investigated
the goodness-of-fit of thc cmpirical ANCOVA F distribution
to the theoretical F-distribution under violation of the
homogeneity of regression assumption. He varied *he number
of treatment groups and the number of subjects per treatment
group for different scts of heterogencous regression slopes

and compared the actual o level with the nominal a level

under null conditions. All other assumptions of parametric
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ANCOVA were met. Peckham found that the actual g level was
almost always siightly less than the nominal ¢ level which
resulted in a conservative test. He found that there was
goodness~-of-fit for regression slones differing as much as
.3 and .7 with the test tending to be more conservative as
the heterogeneity of the slopes 1incressed. His conclusion
was that parametric analysis of covariance was robust to all
but extreme violaticns o} the assumption of homogeneity of
regression.

Peckham cbserved that the actual rate of Type I error
rate was reduced, but he did not investigate the resulting
effect this migyht have on the power ot ANCOVA; and, as
pointed out by Glass et al. (1972), "This could very well
be the crucial issue [p. 279]." Furthermore; the effects
of unequal group sizes and, according to Glass et al. (1972),
the effects of a random covariate have yet to be investigated.

The purpcsec of the present study was to in itigate the
effects of viclation of the assumption of homogeneity of
regression upon the Type I error rate and the power of
ANCOVA. The data situations included a random covariate

with both equal and unequal group sizes.




Data Situations Examined

This study simulated a two group experimental situation
with one critericn and one covariate. The group sizes used
were 10,10; 20,20; 30,30; 10,20; 3¥0,30; 20,30:; 20,10; 3C,10:
and 30,20. Table 1 contains & listing of the slope combi-
nations used. Following Peckham (1968), an attempt was made
to include slope combinations tnat might be encountered i
act&al research situations. Nominal significance levels of
.10, .05, .02, and .Olﬂwere used for the comparisons of
actual Type I error ra;es with nominal Type I error rates.
fignificance levels of .10, .05, .02, .01, .005, and .001
were used for investigating the effects on the power of

ANCOVA.

Each pair of group sizes was combined with each pair
of slope sizes resulting 1in 225 different goodness-of-fit
testing sitnatiors. FPower investigations were made for
each pair of egual group sizes in combination with each

pair of slopes resulting in 75 different power runs.
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Random Number Generation Procedure

‘The random number generator used in this study was
RANDN (Méth—Pack, 1970). RANDN is designed to produce a set
cf N pseudo-random numbers which are normally distributed
with specified mean and standard deviation. A check was
made of the randomness and normality of 100 samples of

;
si1ze 2C generated by RANDN. The one-sample runs test
(Siegel, 1956) was used go check the randomness of the num-
bers, and the Kolmogorov-Smirnov one-cample goodnessfof~fit
test (Siegel, 1956) was used to.check the normality of the
samples. Both tests were run using a level of significance
of .05, and both yielded four rejections out of the 100
tests made.

v The a=2neraticn of the slopes within each treatment
group was acccemplished by means of-a procedure used by Knapp
and Swoyer (1967), involving the following theorem: "Let X
and W be two independent random normal variables with zg;o
mean and unit variance. Then if Y = aX + V 1-a~ W, the
correlation between X and Y, pr' is equal to a [p. 393]."
S0, using RANDN and the formula listed above, a bivariate
.set of data can be generated with a given slcpe by first
calling RANDN to generate X with a mean of zero and a

standard deviation of one, then calling RANDN again to

c¢enerate W with a mean of zero and a standard deviation of
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one, and finally using the formula to generate Y such that
the correlation between X and Y is equal to a. Since both
X and Y have unit standard deviations, the slope will equal
the correlation —oefficient. The above process was used to
generate the data for each of the~two groups with the slope
combinations listed earlier. For the power runs, unegual
means were generéted by adding .25 to every value of the
criterion in group one and subtracting .25 from every value
of the c¢riterion in group two. Thus,_a moderate difference
between group means of .5 standard deviations was induced to

provide the power comparisons.

Goodness—~of~fit Procedure

In order to investigate the goodness-of-fit of ANCOVA
to the corresponding theoretical F distribution under
violation of the assumption of homogeneity of regression,
samples were generated from populations which had ecgual
means ancd unequal regression slopes. AWCOVA was applied
to the data, obtaining the samvle F ratio. The above
process was repeated 3,000 times for each data situation,
thus generating an empirical sampling distribution for
each data situation.

The goodness-of~fit of each empirical sampling

distribution to the theoretical was tested using the



Koimogorov-Smirnov one-sample goodness-of-fit test. For the
purpose of constructing the cumulative freguency distribution,
the th=eoreticzl distribution was divided into 100 parts of
one percent each. The 93 F values thus obtained were used
to construct the cunulative frequency distribution of the
sampling distribution. The subprogram FISHIN (Stat-Pack,
1969) was called from the University of Maryland program
library in ocrder to pro;ide hese percentiles. A signif-
icance level of .05 was used for these gyoodness-of-fit tests.

Ia addition to examining the goodness-of-fit under
violation of the assumption of homogeneity of regression,
the goodness-of-fit was also investigated for five sets of
equal regression siopes in order to provide a check on the
éhtire simulation procedure.

The goodness-of-fit phase of this study also made it
possible to investigate the effects of the various data
situations on Type I error rates. An actual significance
level for each of four nominal significance levels was
estimated by determining the proportion of times the test
statistic exceeded the critical value. These values were

computed for all the data situations examined in the

goodness-of-fit phase of this study.



Power Procedure

The power of ANCOVA under viclation of the assumption
of homogeneity of regression was studied by first generating
samples from populations which had unegual means and unequal
regression slopes and chen applying the parametric analysis
of covariance technique to the data, thus obtaining the
sample F ratio. The obtained F ratio was compared to a
tabled ¥ value for the s;ecified o levels. The above process
was repeated 3,000 times for each data situation so that
relatively stable estimates could be calculated. The
proporticn of times the ANCOVA technique yielded a rejecticn
of the null hypothesis of no criterion mean difference was
computed for each of the specified ¢ levels. This proportion
yielded an empirical estimate of the power of parametric
analysis of covariance under each specified assumption
violation.

In addition to examining\?he power under the violation
of the assumption of homogeneity of regression, powers were
aiso computed for five sets of equal regression slopes in
order t¢ provide a check on the entire simulation procedure.

3. Rezults
Table 2 présents the results of the goodness-of-fit

tests for all group sizes and all sets of regression slopes.

The symbol A stands for the acceptance of the goodness-of-fit
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test, and R stands for the rejection of the goodness-of-fit

test.

Table 3 prerents, for all group sizes and all sets of
regression slopes, the empirical Type I error rates corre-
sponding to the nominal Type I efxor rates of .10, .05, .02,

and .01.

Table 4 presents the empirical powers for equal group

sizes and all regression slopes. For all the power tables

the decimal point was omitted to conserve space.

- —— . — — — T ———— = —— = . e = o A M A e e W= R e A

Insert Tables 2, 3, and 4 about here

———— — . — ————  —— T —— v — o v ) )t —— — - v S v e o n —

4. Discussion

Goodness-of-fit

According to information presented in Table 2, the
goodness~of~fit hypotheses for ANCOVA were accepted in
all but two of the 60 tests made under violation of the
assumption of homogeneity of regression with equal group
sizes. Thus, for the data situations examined, ANCOVA
appears to be robust to the violation of the assumption
of homogeneity of regression when group sizes are equal.
However, the goodness-of-fit hypotheses for ANCOVA were
rejected in 95 of the 120 tests made under violation of

the assumption of homogeneity of regression with unequal
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group sizes. According to these results, for the?data
situations examined, ANCOVA appears not to be robust to the
violation of the assumption of homogeneity of regression
when group sizes are unequal. However, 1t should be noted
that when unequal regression slopes were coupled with
unequal group sizes that were large, such as 20 and 30,
there was a tendency to accept the goodness-of-fit hvpotheses
when the slopes did not qreatly differ.

From Table 3, it appears that for equal group sizes and
all slope combinations, the empirical alpha levels for
ANTOVA were near the corresponding nominal alpha levels.

It is recognized that gnodness-of-fit tests that lead to
rejection can be misleading if the lack of fit occurs in
the central portion of the distribution.O-However, such was
not the case in this study. Inspection of the data in
‘"able 3 reveals that for unegual group sizes and unequal
regression slopes, large discrepancies were observed between
the empirical alpha levels for ANCOVA and the corresponding
nominal alpha levels. For data situations in which the
larger éroup size was coupled with the larger of the two
regression slopes, the cmpirical alpha levels were greater
than the corresponding nominal alpha levels. For data

situations in which the larger group size was coupled with

the smaller of the two regression slopes, the empirical
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alpha levels were less than the corresponding nominal alpha
levels. Thes2 results seem to indicate that if ANCOVA werc
used with unequal group sizes and unequal regression slopes,
the Type 1 error rate could be severelv altered in a
predictable direction. For a situ~ticr in which the larger
aroup size 15 coupled with the larger of the two regression
slopes, rejection of a null hypothesis may result from an
inflated Type I error ra;e rather than an actual) differenc=
in populations. For a situation in which the larger group
size 1s coupled with the smaller of the two regression
slopes, failure to reject a null hypothesis may result from
the i1oss of power associated with a deflatecd alpha.

Power

Inspection of the power figures for equal group sizes
and for equal regreusion slopes in Table 4 reveals that the
power procedure appeared to have functioned properly. For
a given level of group sizes, power levels increased as
correlations between ccvariate and criterion lancreased;
and for a given set of slope combinations, power levels
increased as group sizes increased.

Tablé 4 is organized to facilitate the comparison of
power levels of data situations that meet the assumption
of homogeneity of regression with power levels of data

situations that violate the assumption of homogeneity of
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regression. For example, with an alpha level of .10, group
sizes of 30 and 30, and slope cocmbination of .5 and .5, the
probability of rejecting the false null hypothesis was
computed to be .716. This power level was determined for
a data situation in which the assumption of homogeneity of
regression was satisfied. The power level immediately to
the sight of .716 represents the probability of rejectingr
the false null hypothesig when the assumption of homogeneity
of regression has been violated. This value of .711 is the
propoxtion of times the false null hypothesis was rejected
when the population slcpes were .4 and .6. The next three
power levels to the right of .711 represent empirical power
levels under more extreme violation of the assumption of
homogeneity of regression. So, 1i¥ the power is computed
assuming equal regression slopes of .5 and .5, the loss in
power is minimal jif the true population regression slopes
are .4,.6; .3,.7; .2,.8; or .1,.9.

Similar comparisons for other portions of Table 4
reveal that there is little or no loss of power wheg:the
assumption of homogeneity of regression has beern violated.
So, both the Type I error rate and the power do not seem
to be severely altered by heterogeneous regression slopes

as long as the group siz2s are equal.

\

\
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One final point needs to be made. As pcinted out by
Bradley (1964),

. . the question of tne relative sensitivity of a test to
violation of its various assumptions [robustness] is fairly
meaningless unless one is willing-to specify exactly "how
much" violation and under exactly what sampling conditions
(i.e., what sample sizes, what significance levels, what
rejection regions, etc.). The robustness of the test
depends upon the specific situation [p. 171].

Therefore, the findings of this study will of necessity be
defined in terms of the specific data situations analyzed.
While certain fentative conclusions have been drawn here,
there should be no attempt to generalize beyond the specific
data situations investigated in this study. Whether or not
the results observed in this study will hold for other slope
combinations, other group sizes, more than two groups, etc.

wi1ll have to await further research.
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Footnotes

j S . . .

This pape: 1s based on the doctoral dissertation,
"A Mbonte Carlio Comparison of Parametric and Nonparametric
Uses of a Concomitant Variable,”" by Basil L. Hamilton,
University of Maryland, College Park, Maryland, 1972.

2 . L :

All computer programs used in this study were written
by the author in FORTRAN V. Complete listings are available

on reguest.




Table 1

Slope Combinations Examined

Mean Slope

3 2 .1 0 -.1
.3
3 4 .5 .6 7
4 3 .2 1 0
.4
4 5 .6 7 8
5 4 .3 2 1
.5
5 6 .7 8 9
6 .5 4 3
.6
6 7 .8 .9
7 .6 5
.7

18
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Table )

Pwpirics]l Type I Error Ratea for Anslysis of Covariance for

Differant Gl’ou‘; Siaca and 5lope Combinations

Group 8§

iser

$lope n.*10, n_ =10 .20, n_w=20 A, =30, n_«30
Combinations 1 3 ! 2 L 3

5.0 Bominal Alpha Mominal Alpha Sominal Alphs

172 .10 .05 .02 .01 .10 .0s .02 .01 .10 .08 .02 .01
Paramatric Analyesis of Covariance

3,4 .096) .0497 .0170 .0087 .1050 .0537 0260 .013)0 .1040 .0%37 .021) .008)
.2, .4 .0980 .0433 .0160 .008) .1030 .0483 .0190 .0100 .10)) .0487 .0197 .0097
.1,.8 .093) .04)) .0167 .0087 .0910 .0450 .0383 .0100 .100)  .0%4) .021) .009)
’ .0,.6 .099) ,0500 .017) .0097 .0943  ,041) .0157 .007} .0970 .050) .0170 .0087
-.1,.7 L1057 L0543 .023) .01)) .1030 .0%87 .0270 .0133 .1047 ,052) .0190 .n090
~2,.8 .114)  .0557 .0193 .0100 .1067 .0%7 .0230 .0100 .10)7 .0%67 .0240 .0107
-.3..9 .1047 .05%7 .0257 .0127 .1027 .0587 ,0260 .014) L1067 .0577 0227 .009)
4, .4 .C95) .0517 .020) .0090 .0950 .045) .0207 .009) .096) .0467 0200 .0107
.3,.8 .1097  .0517 ,0190 .0087 .3010 .0510 .0197 .007) .1010 .0487 .0163 .0077
.2,.6 .0977 .04!7 ,018) .0087 .096) .0447 .0163 .0080 L1033 .0%6) .0207 .0100
1Y .100)  .0490 .02%) .0107 .096) .0443 .0167 .0067 .1057 ,0%17 .0240 .016)
.0,.8 .1117 .0%87 .0220 .01)0 .0990 .04%) ,0187 .007? .0977 .0477 .0167 .0l120
-.1,.9 21020 .052) .0200 .0117 21123 .0577 .027) .014) L1060 ,0%¢) .0213  ,0137
.5,.8 .098) .049) .020) .0130 L1150 .0573 .02¢0 .01-7 .0980 .,0%20 .019) .uCl00
4,.6 .099) .0%3) .0210 0107 .1027  .0520 .0200 .0..0 .1020 ,05%27 .0227 .0117
I P .1037  .051) .0197 .010) .1000 ,0%40 ,023) .0120 .0940 .0%00 .023C0 .0147
.2,.8 .1047 .0%8) .0237? .01)0 .1030 .0507 .020) .0087 .096)  .0497 .0227 .0127
.1,.9 .1090 .0%67 .0247 .0150 .103C¢  .0%63 .0273 .0147 209717 L0433 .02371 .0127
.6, .6 .0957 .0497 .021) .0090 .1083  .0487 .0193 .00%) +0953  .0493 .0180 .0100
.5,.7 L1097 .0%43 .0240 .011) L1017 .0%47 .0220 .0077 +.0%20 .0477 .0180 .008C
.4,.8 .109)  .057) .0240 .0120 .101)  .0477 .0197 .007) .1080  .0%47 .0207 .01))
3.9 -1140 .0557 .Q243 .0127 .0927  .0467 .036) .0080 .0997  .0%1) .0210 ,nO8®7
e l7 .0967 .0463 .0207 ,0117 .0927 .044) .C190 .0100 H .045) .0180 .0107
.6, .R .1007 .0523 .0197 .0100 .1067 .0507 .0173 .0C9? . 3 .0%3) .c227 .0103
.5,.9 .0987 .049). .018? .009) .0910 .0487 .0173 .00S50 .1010 .0%12 .0260 .0120

nlnlo. nz-ZO nlnlo. nz-JO nl-to. n:-JO
23,03 .0920 .0403 .0137 .0073 .0963 .048) .0210 .0100 .1&30 .0567 .02%7 .0l07
.2,.4 .109) .061) .02%) .0130 .1107  .0510 .0247 .0130 .0980 .0507 .02%50 .01)0
.1,.5 1113 .0%%) .022) .0120 .1%20 .077) .03%) .0180 .1053  .0600 .02%) .0130
-0,.6 -1240 .0710 .0290 .0150 .159)  .0877 .03%0 .021) .1327  ,0%9) .0270 .C160
-.1,.7 .1440 .0830 .0367 .0200 21920 .1200 .0607 .0407 .1220  .0703 0300 .01))
-.2,.8 .1817  .1120 .0580 .0347 22313 1490 .08)) .0%58) .138) ,077) .0330 .0180
-.3,.9 1877 .118) .06%7 .0417 .2553  .178) 1143 .08%7 L1510 .0830 .0393 .0217
4, .4 .1100 .0%60 .0193 .0090 .3070 .0587 .0207 .008?7 .105)  ,0487 .0207 .0090
.3..5 .1090 .0S60 .0227 .0117 .1147 .0607 .0240 .013) .1090 .0543 .0217 .012)
.3,.e .1290 .0677 .0307 .01%7 .1400 .0790 .039) .0217 .1160 .0660 .030) .016)
-1,.7 .1390 0777 .039) .0217 .1800 .1090 .0%77 .037) .1187  .064) .0317 .0180
.0, .8 21733 .1073  .0553 .03Q0 .2070  .137) .076) .0527 .1420 0783 .0330 .0197
-.1,.9 L1967 1240 .0677 0450 .2647 .187) ,1160 .0790 .1483 .086) .0407 .0220
.5,.5% .0937 .0440 .0190 .0080 .0957 .0487 .0190 .0077 .1067 .061) .0217 .012)
4,.6 .1220 .063) .0300 .0163 21310 .0700 .029) .013) .1200 .0627 .0277 .0l4?7
.3,.7 ._-1410 .0787 .0370 .0223 .1417 0877 +.0440 .02)7 -1193  ,0627 .02%) .013)
.2..8 L1593 .0940 .045) ,02¢0 .194) .1303 .0700 .0430 21230 .0777  .0337 .020)
.1,.9 .1947  .1iS7 .0680 043" .¢520 1830 .1123 .0790 .1%10 .0797 .03)8) .022)
+6, .6 .1060 .0507 .0187 .010) .1010 .0533 .0203 .0l07 .1030  ,0%17 .0210 .0127
.5,.7 -1213  .083) .0290 .014) -136C¢  .0737 .0340 .0197 L1087 .0%90 .0240 .0117
4,.8 1610 .0850 .0427 .02%7 .182) .1143 0673 .0440 .1260 0677 .02%7 .016)
.J..9 .1947  .1247 .0720 .04)7 .2607  .)843 .1107 .073) .1%1)  .0840 .0400 .0220
7,07 .0987 .0%13 .0217 .0107 .0930 .0460 ,0160 .007) .0990 .048) .018C .0C70
.6, .8 1297 0677 .0297 .01%) L1657  .08% .0400 .0260 L1127 ,0%77 .0270 .014)
.5,.5 L1847  .112) .05717 .0373 .2)70  .1600 .094) .062?7 .138) L0780 .03)6) .0190

nl-ZO. n2-10 nl-JO. nz-lo n‘-JO. nzozo
.3, .0920 .040) .0137 .0072 .096) .048) .02i0 .0J00 .1020 0867 .0257 .0107
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